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	COURSE SYLLABUS
Introduction to Supercomputing

	name of the course

	ISC Summer School

	Non Degree Program

	Objectives
	The course "Supercomputing" is aimed to teach within a short time and in a an easy-to- understand form the basics of parallel programming, sufficient to begin using successfully modern supercomputer systems for solving computationally-intensive scientific and practical problems

	Prerequisites
	Basics of program development in C/Fortran

	Learning Outcomes
	Students who have successfully completed the training course will acquire the following knowledge and skills:
· Know basic algorithms of parallel computations

· Design and develop parallel programs based on widely used technology OpenMP

· Run parallel programs on modern high-performance multicore processors with shared memory

· Solve time-consuming applied problems with medium computational complexity

	Course Overview
	Main topics for lectures and seminars – 36 hours

· Introduction to the architecture of supercomputer computing systems. Multi-core processors. Shared and distributed memory. Examples

· Basics of operating systems. Threads and processes.

· Introduction to parallel computing. The main approaches: time sharing, pipeline calculations, parallel execution. Performance indicators for parallel computing.

· Basics of parallel computing. Interaction and mutual exclusion of command streams executed in parallel. Synchronization and deadlock prevention. Examples.
· Introduction to OpenMP technology for shared memory computing systems. The advantages of OpenMP: wide use, efficiency, learnability.

· OpenMP technology: the allocation of parallel-running fragments of software code, the distribution of computational load between parallel-running threads (parallelization of data for loops).

· OpenMP technology: data management for parallel-running threads, the organization of mutual exclusion when using common variables.

· Additional features of OpenMP technology. Library functions and control parameters.

· Laboratory workshop on the development of parallel programs - summation and search for maximum/minimum values ​​in large data sets.

· Laboratory workshop on the development of parallel programs - organizing information arrays.

· Laboratory workshop on the development of parallel programs - optimization and solution of nonlinear equations.

· Main mistakes in the development of parallel programs. Improving the efficiency of parallel computing.

	Grading plan
	Coursework will be weighted as follows:
Total

1. Seminars exercises

2. Final exam

3.Attendance
100%

40%

40%

20%
The whole course is provided in a “flat model”, i.e. each class is a mixture of theoretical material and practice tasks/exercises. Students will be given slide decks (.ppt or .pdf) and large number of code samples to study. Basing on these materials, they should develop their own apps modifying given sample code or writing from scratch. Each task solution will be graded. 

FINAL EXAM/TEST: The final test (multiple choice) will be given at the end of the course. 

ATTENDANCE: Attendance will be graded as follows:
No absences

1 absence

3 absences

4 absences

5 or more absences
Excellent

Very good

Good

Satisfactory

Bad
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